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Dr. Donald K. Wagner, Scientific Officer
Mathematical Sciences Division
Office of the Chief of Naval Research
800 N. Quincy Street
Arlington, VA 22217-5000

RE: Contract #N00014-88-K-0104

Dear Dr. Wagner:

Our research administration office received a request for a final report on our
project, The Development of Modularized Software for Empirical Testing of New

Algorithms in Linear Programming. The project was originally for a three year
period from Oct. 1, 1987-September 30, 1990. Although from a scientific point of
view, our work was mostly concluded a year ago, we requested and received a one-
year no cost extension to permit us to complete publications, travel to professional
meetings and make presentations of our research results. An updated list of
technical reports, publications and presentations is enclosed. This constitutes our
final report.

IA summary of the work accomplished follows.

Empirical research into new strategies and tactics for linear programming requires
; ". realistic, large-scale problem-solving tools. The Workbench for Research In (linear)

Programming, called WRIP, is a highly modularized system for generating, solving
l and analyzing instances of linear programs. The core of WRIP is OB1, an advanced

* 0' optimizer that includes simplex and interior point methods. To support basic
., .o operations, OB1 contains a linear algebra library and related routines to process
"  large, sparse matrices. Its modular structure enables algorithm experimentation by

modifying one or more of its subroutines. In order to test ideas and gain insight into
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an algorithm's performance, WRIP includes a modeling language, called MODLER,
and a controlled randomization module, called RANDMOD. These enable
meaningful randomization on raw data elements and matrix operations,
respectively, that preserve the realism of the structure of the linear programming

model while applying statistical inference. In addition, an interactive analysis

system, called ANALYZE, is included to gain insights into problem and solution
properties for deeper analysis of results. All modules are written in Fortran/77 and
have been tested in a variety of computing environments.

WRIP has been distributed to about 30 academics engaged in mathematical
programming research, in the U.S. and Europe. In addition, the principal
investigators have extended their own insights into algorithm design through

experimental rigor made possible by this software.

Please let me know if more information is required.

Sincerely,
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Professor, and Principal Investigator NTIS CRA&
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Encl. Report documentation page
List of publications, technical reports and presentations By ............... ................
Distribution list for WRIP Dist ibutivi

ANALYZE primer + disk
MODLER primer + disk
RANDMOD primer + disk Dist I '-,*i , !

cc: Vickie Spencer, CU-Denver Research Administration _ -

Roy Marsten, Co-PI, Georgia Tech
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REPORT NUMBER

University of Colorado at Denver
P.O. Box 173364
Denver, CO 80217-3364

9. SPONSORING/ MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSORING/MONITORING

AGENlCY REPORT NUMER

Off e of Naval Research
Mat.,ematical Sciences Division
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11. SUPPLEMENTARY NOTES

12a. DISTRIBUTION /AVAILABILITY STATEM.INT i2o. DISTRIBUTION CODE

Entire contents available to the public

13. ABSTRACT (Maximum 200 words)
Empirical research into new strategies and tactics for linear programming requires realistic, large-scale problem-
solving tools. The Workbench for Research In (linear) Programming, called WRIP, is a highly modularized system
for generating solving and analyzing instances of linear programs. The core of WRIP is OB1, an advanced
optimizer that includes simplex and interior point methods. To support basic operations, OB1 contains a linear
algebra library and related routines to process large, sparse matrices. Its modular structure enables algorithm
experimentation by modifying one or more of its subroutines. In order to test ideas and gain insight into an
algorithm's performance, WRIP includes a modeling language, called MODLER, and a controlled randomization
module, called RANDMOD. These enable meaningful randomization on raw data elements and matrix operations,
respectively, that preserve the realism of the structure of the linear programming model while applying statistical
inference. In addition, an interactive analysis system, called ANALYZE, is included to gain insights into problem
and solution properties for deeper analysis of results. All modules are written in FORTRAN/T and have been tested
in a variety of computing environments.

WRIP has been distributed to about 30 academics engaged in mathematical programming research, in the US. and
Europe. In addition, the principal investigators have extended their own insights into algorithm design through

experimental rigor made possible by this software.
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Publications and Technical Reports:

E. Gelman, and J. Mandel, 1989. On Multilevel Iterative Methods for Optimization
Problems, Mathematical Programming Studies, 48:1, 1-18.

R. E. Marsten, 1989. User's Manual for: OB1/XMP, Interior Point Methods for
Linear Programming.

R. E. Marsten, M. J. Saltzman, D. F. Shanno, G. S. Pierce, and J. F. Ballintijn, 1989.
Implementation of a Dual Affine Interior Point Algorithm for Linear
Programming, ORSA Journal on Computing 1:4, pp. 287-297.

M. J. Saltzman, R. Subramanian, and R. E. Marsten, 1989. Implementing an
Interior Point LP Algorithm on a Supercomputer, in Proceedings of CSTS
Symposium, Impacts of Recent Computer Advances on Operations Research, R.
Sharda, B.L. Golden, E. Wasil, 0. Balci, and W. Stewart (eds.), North-Holland,
pp. 158-168.

H. J. Greenberg, and R. E. Marsten, 1990. WRIP: Workbench for Research In
(linear) Programming, Version 1.0.

H.J. Greenberg, 1990. ANALYZE User Documentation. Mathematics Department,
University of Colorado at Denver, Denver, CO.

HJ. Greenberg, 1990. MODLER User Documentation. Mathematics Department,
University of Colorado at Denver.

HJ. Greenberg, 1990. RANDMOD User Documentation. Mathematics Department,
University of Colorado at Denver, Denver, CO.

H. J. Greenberg, 1990. Computational Testing: Why, How and How Much, ORSA
Journal on Computing 2:1, 94-97.

R.E. Marsten, 1990. OB1 User Documentation. Department of Industrial and
Systems Engineering, Georgia Institute of Technology, Atlanta, GA.



R. E. Marsten and R. Subramanian, 1990. Interior Point Methods for Linear
Programming: Just Call Newton, laGrange, and Fiaco & McCormick!, Interfaces
20:4, 105-116.

R. E. Marsten, I. Lustig, and D. Shanno, 1990. The Primal-Dual Point Method on
the Cray Supercomputer, Large Scale Numerical Optimization, Thomas F.
Coleman ed., SIAM, Philadelphia, PA.

R. E. Marsten, I. Lustig, and D. Shanno, 1990. On Implementing Mehrotra's
Predictor-Corrector Interior Point Method for Linear Programming (submitted
to SIAM Journal on Optimization).

H. J. Greenberg, 1991. RANDMOD: A System for Randomizing Modifications to
an Instance of a Linear Program, ORSA Journal on Computing 3:2, 173-175.

H.J. Greenberg, 1991. Enhancements of ANALYZE: A Computer-Assisted
Analysis System for Mathematical Programming Models and Solutions,
submitted to ACM TOMS.

H.J. Greenberg, 1991. An Empirical Analysis of Diagnosing Infeasible Instances of
Linear Programming Blending Models, to appear in IMA Journal on
Mathematics in Business.

H.J. Greenberg, 1991. MODLER: Modeling by Object-Driven Linear Elemental
Relations, to appear in Annals of OR.

H.J. Greenberg, 1991. A Primerfor RANDMOD: A System for Randomizing
Modifications to an Instance of a Linear Program, book submitted to Kluwer.

H.J. Greenberg, A Primer for MODLER: Modeling by Object-Driven Linear
Elemental Relations, book submitted to Kluwer.

H.J. Greenberg, A Primer for ANALYZE: A Computer-Assisted Analysis System for
Mathematical Programming Models and Solutions, book submitted to Kluwer.

U. Lustig, R.E. Marsten, D.F. Shanno, 1991. Computational Experience with a
Primal-Dual Interior Point Method for Linear Programming, Linear Algebra
and Applications, 152, 1991. 191-222.

R. E. Marsten, I. Lustig, and D. Shanno, 1991. The Interaction of Algorithms and
Architectures for Interior Point Methods, to appear in Advances in Optimization
and Parallel Computing, Panos Pardalos, ed., North Holland.



R. E. Marsten, I. Lustig, and D. Shanno, 1991. Starting and Restarting the Primal-
Dual Interior Point Method, submitted to OR Letters.

R. E. Marsten, H. Jung, and M. Saltzman, 1991. The Column Cholesky Method for
Numerical Factorization in Interior Point Algorithms, submitted to ORSA
Journal on Computing.

R. E. Marsten, R. Bixby, W. Gregory, I. Lustig, and D. Shanno, 1991. Very Large-
Scale Linear Programming: A Case Study in Combining Interior Point and
Simplex Methods, submitted to Operations Research.

Presentations:

R. E. Marsten, 1988. A Dual Affine Interior Point Algorithm for LP's With
Bounded Variables. ORSA/TIMS Joint National Meeting, Denver, Colorado,
Oct. 23-26, 1988.

R. E. Marsten, D. Shanno, and M. Saltzman, 1989. Further Algorithmic
Development for the Dual Affine and the Dual Barrier Interior Methods. The
Third SIAM Conference on Optimization, Boston, April 3-5, 1989.

H. J. Greenberg, 1989. A Model Assistant for Linear Programming.
CORS/TIMS/ORSA Joint National Meeting, Vancouver, Canada, May 8-10,
1989.

R. E. Marsten, 1989. The Dual Affine Interior Point Method for Linear
Programming Implementation on Cray Supercomputers. CORS/TIMS/ORSA
Joint National Meeting, Vancouver, Canada, May 8-10, 1989.

R. E. Marsten and D. Shanno, 1989. Interior Point Method for Linear
Programming: Ready for Production. ORSA Practitioner Workshop,
ORSA/TIMS Joint National Meeting, October 15-17, 1989.

R. E. Marsten and D. Shanno, 1989. Set Partition Via Interior Point Method.
ORSA/TIMS Joint National Meeting, October 15-17, 1989.

R. E. Marsten, D. Shanno, and M. Saltzman, 1989. Solving Set Partitioning
Problems with Cutting Planes and an Interior Point Method. ORSA/TIMS
Joint National Meeting, New York, October 15-17, 1989.

R. E. Marsten, 1990. Computational Experience with a Primal/Dual Interior Point
Method for Linear Programming. ORSA/TIMS Joint National Meeting, Las
Vegas, NV, May 7-9, 1990.



R. E. Marsten, 1990. WRIP: A Workbench for Research in Interior Point Methods.
ORSA/TIMS Joint National Meeting, Philadelphia, PA, October 29-31, 1990.

R. E. Marsten, 1990. Recent Computational Experience with a Primal Dual Interior
Point Method for Linear Programming. ORSA/TIMS Joint National Meeting,
Philadelphia, PA, October 29-31, 1990.

R. E. Marsten, 1991. Architecture, Algorithms, and Efficiency of Interior Point
Methods for Linear Programming. ORSA/TIMS Joint National Meeting,
Nashville, TN, May 12-15, 1991.

R. E. Marsten, 1991. Recent Advances in the OB1 Interior Point Code.
ORSA/TIMS Joint National Meeting, Nashville, TN, May 12-15, 1991.

R. E. Marsten, 1991. Continuing Interior Point and Simplex Methods for LP. 14th
International Symposium on Mathematical Programming, Amsterdam, The
Netherlands, August 5-9, 1991.
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